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ABSTRACT: Machine Translation (MT) is aimed to enable computer to transfer the Natural Language
utterances either in text or speech from one language to another preserving its meaningand interpretation.
There are several paradigms from the beginning of the MT, includingword-to-worddirecttranslation,rule-
based transfer approach, inter-lingua approach and knowledge-based machine translation (KBMT). Many
MT systems on the marketuse a translation scheme called a sentence structure conversion scheme. This
paper presents an approach which is a combination of word-to-word direct and rule-based transfer
approaches to translate the English sentence into the Indic languages and from one Indic language to
another Indic language.

1. INTRODUCTION
INDIA is a country which is like a mini world having the people with different language, culture, tradition,
customs etc. across 500km distance. The languages spoken by the Indians are called as the Indic languages. In
the state of Andhra Pradesh, people speak the language called “Telugu”, Tamilnadu state is “Tamil” etc. like
that each state will have a different language as its official language. At the same time all the states are having
the language “Hindi” as another official language as it is the National language of INIDA. English is also
another official language in the country. When the people move to different place over 500km there language is
becoming a barrier for communication. All the Indic languages are having almost the similar structure and
semantics. The differences between the Indic languages are minor which can be noticed and solved.
Generally, the translation process in tradition- al MT has three modules, known as, analysis, transfer and
generation. The analysis module deals with the transformation of the source language utterances into a
predefined format of in- ternal representation, through morphological processing, parts-of-speech (POS)
tagging, syntactic parsing, semantic analysis, etc. The transfer module works to convert the representation of
the source language into that of the target language. The generation module is concerned with the derivation of
target utterances from the representation, observing necessary syntactic, semantic andpragmatic constraints.
In this paper, we are presenting a method of translating an input text in English into the Indic languages without
changing its meaning and interpretation.

2. BACKGROUND
With the recent advances in the Information Technology, the Machine Translation Systems (MTS) aimed to
enable a computer system to transfer the text or speech from one natural language into another natural language
preserving its meaning and interpretation. There are several paradigms from the beginning of the Machine
Translation (MT) including word-to-word direct translation, rule-based transfer approach, inter- lingua
approach and knowledge-based machine translation. Many MTS on the market use a translation scheme called
a sentence structure conversion scheme. INDIA is a country where the people of different region speak
different language. Though the people speak different languages, Hindi is the national language of INDIA.
Equally with the national language, English is also treated as an official language in INIDA. In INDIA, the
Department of Information Technology initiated the TDIL (Technology Development for Indian Languages)
with the objective of developing Information Processing Tools and Techniques to facilitate human-machine
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interaction without language barrier; creating and accessing multilingual knowledge resources; and integrating
them to develop innovative user’s products and services. This paper presents a tree traversal approach to
translate the text in English to Indic languages by using some set of rules.

3. METHODOLOGY
In this paper, we are presenting a methodology to translate the input text which is in English into the Indic
languages (can be converted into other languages too depending upon the syntactic and semantic rules of the
language). This methodology consists of two steps: preprocessing and the translation as shown in Figure 1. The
MTS process starts with the preprocessing, which in turn consists of two steps: Text splitter and Tagger.

FPreprocessing

Text Splitter

Tagger

Translation process

Parsing Sentence

I

Constructing binary tree

l

Re-construction of Sentence

Utterance Translation H@

I Database
Validations

Figure 1. Process of MTS
The text splitter will split the given input text into number of sentences using the delimiter“space”. The Tagger
will tag each sentence with the Tagger. The translation process is applied to each tagger to translate each
sentence. The translation process consists of several steps, such as, parsing, constructing a binary
tree,reconstruction of a sentence into the target language, utterance translation into the target language and
validations.

4. IMPLEMENTATION
We are implementing the above methodology using JAVA as frontend and ORACLE as its backend. The steps
are given below along with some examples. The input source language is taken as English and the output target
language is taken as Telugu. The output target language may be taken as any Indic language. This can also be
applied to other languages too with the notice of the syntactic and semantic rules of that language.
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4.1. Parsing

The text in English is a set of sentences which are delimited by a period. Each sentence is a set of words
delimited by a space. Parsing is the first step where the given input text is divided into number of sentences.
The MTS is applied on each sentence to translate it to the target language. In this process the first step is to
parse the sentence to get the utterances based on the delimiter “space”.

4.2Constructing a binary tree

After parsing, the next step is constructing a bi- nary tree which is considered as the most important step in
translation process. In this step, each word is inserted into the binary tree depending upon the type of word
(Parts-of-Speech) with the help of predefined set of rules and preference value of each word. While
constructing the binary tree, we also note the vital information presented in Table 1. This vital information is
essential because words in the Indic languages are changing basing on the vital information.

S. No. Vital Information
1 Singular and Plural
2 Masculine and Feminine
3 Countable and Uncountable

Table 1. Vital Information

4.3 Reconstruction of sentence
From the binary tree constructed in the previous step, we reconstruct the sentence into the language we have
chosen. This process uses the tree traversal techniques and the set of predefined rules. The utterances are still in
the source language. The sentence reconstructed is with the English words but in the form of target language
based on the syntactic and semantic rules of the target language.
4.4Utterance translation
After reconstructing the sentence into the syntactic and semantic rules of the target language, the next step is to
translate the actual meaning of each utterance into the target language. The meaning of each utterance is stored
in the data- base. A mapping of each utterance of the source language sentence is made into the target language
sentence with the help of vital information in step 2.
4.5Validations
This is the most important step to get the out with the same meaning and interpretation of the source language
sentence into the target language sentence. We will have a predefined set of rules based on the target language.
Every will have its own set of rules and regulations which is known as grammer. These predefined set of rules
are constructed based on these rules. These rules are applied to get the right interpretation in the target
language.

5. RESULTS AND ANALYSIS
The algorithms of the methodology are verified and validated with some example and got the good result. The
given input text in English was translated into the target language Telugu without changing its meaning and
interpretation. Some of the examples are given below.
Example 1: The MTS process of this example is shown in Figure 2. The input text in English was taken as
“SHE WENT TO CHURCH WITH HER CHILDREN”. By parsing this text is bro- ken into number of words
as “SHE” “WENT” “TO” “CHURCH” “WITH” “HER” “CHIL-
DREN?™. In the second step these words are in- Serted into a binary tree one by one based on the predefined set
of rules. While inserting the words into the binary tree some vital information which is required in further steps
is noted. In the third step, the words in the binary tree are reconstruct- ed into a sentence into the target
language based
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INPLUT
SHE WENTTOCHURCH WITH HER
CHILDREN

Step 1 PARSING
CEHETTWENTT IO CHURCH™ "WITTH™
“HER™ CHILDREM™

Step 20 Constrocting Binary Tree

WENT
/
sHE T
WITH
CHURCH CHILIDEEM
HERK

Sep 3 Re-construction of Sentence
SHE HER CHILDREN WITH CHURCH TO
WENT

Sep 4 Utterance Translation
Ame Agnepillaln TO charchi ki vellindi

el erdo Dgeo & 38y 4 20

Step 50 Vahdations
Ame Tana pillalaTO charchi ki vellind:

erly 4 Do ol dbE 3908

Figure 2. MTS process of example 1
on the predefined set of rules. Here, we have taken the Indic language “Telugu” as the target language. This
target language can be any language provided that the respective predefined set of rules is defined. In the fourth

step, the MTS will convert each word into the target language by
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INPUT
THE ROCKS BROKE THE WINDSHIELD BUT
LUCEILY IT WASN T DAMAGED

Step | PARSING
“THE™ "ROCES™ "BROEE™ “THE™
CWINDSHIELDY W BUT “LUCKILY ™11
WASNTTDAMAGED™

Step 2: Constrocting Binary Tree
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Step 3 Re-constroction of Sentence

THE ROCKS THE WINDSHIELD BROKE BUT
LUCEILY IT DAMAGED WASN'T

Step 40 Utterance Translation

cadly aDDAm pagulagoticnuanTE admnShe

oy, @il B Brlae el eoand
wi)gdedy ed Fidin sdd

Step 5: Validations

ooy, e Do SrloefTer aw aond
ad)ded ed siHbe s

Figure 3. MTS process of example 2.
connecting to the database. These converted words will not make a right sentence in the target language. In the
fifth step, by applying the validation rules of the target language, the converted words are joined to form a right
sentence without changing the meaning and interpretation of the source language sentence into the target
language.
Example 2: The MTS process of this example is shown in Figure 3. The input text in English was taken
as“THE ROCKS BROKE THE WIND- SHIELD BUT LUCKILY IT WASN’T DAM-
AGED”. By parsing this text is broken into number of words as “THE” “ROCKS” “BROKE” “THE”
“WINDSHIELD” “BUT” “LUCKILY”
“IT” “WASN’T” “DAMAGED?”. In the second step these words are inserted into a binary tree one by one
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based on the predefined set of rules. While inserting the words into the binary tree some vital information
which is required in further steps is noted. In the third step, the words in the binary tree are reconstructed into a
sentence into the target language based on the predefined set of rules. Here, we have taken the Indic language
“Telugu” as the target language. This tar- get language can be any language provided that the respective
predefined set of rules is defined. In the fourth step, the MTS will convert each word into the target language by
connecting to the database. These converted words will not make a right sentence in the target language. In the
fifth step, by applying the validation rules of the target language, the converted words are joined to form a right
sentence without changing the meaning and interpretation of the source language sentence into the target
language.

6. CONCLUSION AND FUTURE WORK
In this paper we have present a methodology to translate the given input text in English into the target language
without changing its meaning and interpretation. This translation is mainly based upon the construction of
binary tree from the input sentence and reconstruction of sentence into target language from binary tree.
Presently we are implementing the system in JAVA for the Indic languages only. This also can be implemented
for other languages too. In future, we would like to implement this MTS to translate a sentence given in any
language to any other language.
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