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ABSTRACT:One important unsupervised learning technique in data mining is the K-means 

clustering method. This method efficiently organizes big datasets by splitting objects into k separate 

clusters. It is possible to provide clearer data classification by ensuring that items in the same cluster 

are more similar than things in other clusters. The first step in creating clusters is to pick data points at 

random, ensuring that each one has an equal number of items. Improving K-means clustering's ability 

to handle a wide variety of data types and guarantee fair weight distribution, this research presents a 

new method for choosing the best cluster from uniform and non-uniform datasets.  

Keywords:Clustering, Initial Centroids, k-means Algorithm.  

1. INTRODUCTION 

Clustering is essential to our data-driven operations as it enables the categorization of objects 

with analogous attributes and facilitates data exploration techniques to enhance processing 

efficiency. Clustering is primarily utilized in unsupervised learning, but it may also be 

applied in supervised methods to categorize entities according to a predetermined similarity 

metric. It is extensively utilized across various fields for identifying distributions and patterns 

in datasets, including statistics, computer science, psychology, economics, engineering, and 

medicine. The primary objective of clustering is to identify densely and sparsely inhabited 

regions within a dataset. This can be achieved primarily through two methods: exclusive 

clustering, which employs fuzzy sets to assign data points to a single cluster (similar to K-

means), and overlapping clustering, which utilizes fuzzy sets to distribute data points across 

many clusters. Clustering, a fundamental data mining technique, provides valuable insights 

that improve decision-making and data management across several fields. 

 

2. RELATEDWORKS 

The limitations of k-means clustering, such as its reliance on arbitrary beginning centers that 

could reduce accuracy, are discussed in this work along with its extensive examination of its 

uses. To improve the algorithm's performance, it shows different ways to choose beginning 

nodes. Researchers compare the original k-means method with its updated variants in order to 

enhance centroid selection and attain a local optimum in clustering results. They do this by 

evaluating a varied array of datasets. Complex grouping patterns and high-dimensional 
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datasets are among the complicated circumstances tackled in the work. In order to make the 

k-means algorithm more efficient and effective, especially when dealing with big and varied 

datasets, it suggests using new approaches.  

Basickmeanssclustering 

Centroids are used as reference points by the famous k-means clustering technique, which 

uses partitions to divide data into k groups. The random initialization of these centroids, 

however, causes the clusters to vary greatly and frequently leads to convergence to a local 

optimum. Improving clustering outcomes for uniform and non-uniform datasets is the goal of 

this work, which presents a new method for picking initial centroids. The method assigns data 

points to the nearest cluster center iteratively based on computed distances (e.g., Manhattan 

or Euclidean distances) until the termination criteria are satisfied. By conceptualizing clusters 

as spheres or centers of gravity, the k-means method efficiently divides an n-item collection 

into k clusters. But it only works if the centroids are chosen exactly right to guarantee global 

optimality. By iteratively recalculating centroids, the suggested method improves the 

procedure and achieves clustering convergence. This happens when there is no longer any 

movement of data points across clusters and centroids have stabilized. This improved method 

makes the k-means algorithm more reliable and effective, especially when working with 

different types of datasets.  

An algorithm can be defined as a set of rules or a systematic approach for solving a problem. 

The k-means clustering algorithm is a widely used unsupervised machine learning method. It 

creates k separate clusters from a dataset. There are n objects in the input dataset D.  

 

 The clustering process begins by picking k items at random from dataset D to serve as 

initial centroids.  

 Depending on how similar an object is to the centroid of dataset D, we will place it in the 

cluster that holds that centroid.  

 Find the average placement of all items assigned to each cluster or the new mean for 

each cluster. When the cluster centroids' coordinates stop changing, we say that the 

convergence condition is satisfied, and we must continue with steps 1 and 2 until then.  

 When processing massive datasets, the k-means algorithm provides a straightforward and 

easy-to-implement option.  

 Because of its ease of use and robust features, the k-means approach has become 

standard practice for handling massive datasets. However, it must be noted that the 

methodology has a number of major flaws:  

The method's O(nkl) temporal complexity—where n is the total number of elements in the 

dataset, k is the number of clusters required, and l is the number of repetitions—makes it 

computationally expensive. There is a strong correlation between the precision of the first 

centroid determination and the subsequent clusters' accuracy. So, even when using the same 

input data again, the results could be different each time. 
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Fig.1:The following process flow diagram shows the main steps of the k-means clustering 

approach. 

 

3. PROPOSED ALGORITHM FOR IMPROVEMENT OF 

INITIALCENTROIDS 

This research lays forth a thorough method for finding the first centroid. In order to get 

reliable and consistent results from several algorithm iterations on the same dataset, a strict 

technique is used to generate centroids. After that, a two-dimensional coordinate system is 

used to plot the given data points. There ought to be some good quality in every data point. 

Features that have negative values need to be transformed into their positive corresponding 

ones. To achieve this, take the supplied dataset and remove the attribute with the lowest value 

from each data point. Because the investigated approach needs to find the distance from the 

origin to each data point, this adjustment is crucial. When unaltered, it is possible for data 

points to reach comparable distances from the origin as measured by Euclidean distance. The 

choice of the initial centroids may be erroneous as a result.  

Here is the algorithm:  

There are n distinct pieces of data in the X dataset.  

 
The quantity of clusters that were searched is represented by K. The initial centroids, k, are 

what make up the output.  

 At the outset, we must determine how far each data point (d) is from the starting point.  

 Organizing the distances that were accumulated in the previous phase is crucial. Using 

these distances, the initial dataset is sorted.  

It is recommended to divide the sorted data components into k equal pieces, and the user has 

previous expertise with academic writing.  

The following is the formula for calculating the distance from the origin to each data point 

using the Euclidean distance metric:  

The origin of the coordinate system is at (0,0). Each set of coordinates (x, y) represents a 

single piece of data.  
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Using this formula, we can find the distance in geometric terms between points O and P:  

 
After that, the previously stated distances are shown in either a descending or an ascending 

order. According to the identified distances, the initial data points show a similar pattern of 

sorting. Sorting this data compilation into k equal parts is the next step. The next step is to 

calculate the average for each subdivision. Averaging the values of each partition is used to 

construct the first centroids. Centroids produced using this technique can be used with many 

different types of datasets. The data points show two possible outcomes when the values are 

biased toward one border rather than being distributed uniformly across the split.  

 
Fig2:The suggested k-means implementation's process flow diagram is shown here. 

 

 IMPLEMENTATION AND RESULT: 

Table1:Diabetes-related data are of particular importance. 
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Fig3:There are positive and negative results for every attribute in the test. 

 
Fig4:The objective of this research is to create a graphical depiction of the clustering results, 

which are the k-means algorithm's categorization of sets of data components into separate 

clusters. 

 
Fig5:Clusters are created via the clustering process. 
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4. CONCLUSION 

The research's approach to finding the k-means clustering algorithm's initial centroid 

placements is easier to apply and more efficient. In addition to working with a wide variety of 

datasets, our suggested strategy solves the problem of duplicate findings. Problems with both 

homogeneous and heterogeneous distributions of data points are successfully addressed by 

the suggested methods. This method significantly shortens the time required to reach the 

convergence threshold compared to the traditional k-means algorithm, provided that the 

starting centroids are chosen correctly. Only numerical data can be processed using the k-

means method. On the other hand, values of numerical and categorical data are ubiquitous in 

real life. It is possible that this method might make the k-means algorithm work better with 

mixed-type data.  
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